
Has emissions trading reduced emissions from
Norwegian firms?

An empirical analysis of Norwegian manufacturing industry

Maren Holthe Hedne

Dissertation supervisor: Stephen Smith

Dissertation submitted in part-fulfilment of the MSc in Economics
University College London

September 2020



Abstract

The European Union Emissions Trading System (EU ETS) has been the cor-
nerstone climate policy of the EU since 2005. It regulates around half of EU
greenhouse gas emissions, yet its actual impact – nationally and across the
Union – is uncertain. Applying Norwegian administrative plant-level data
from 2001 to 2019, this paper contributes new and updated evidence of the
impact on Norwegian ETS firms, compared to the counterfactual scenario of
non-ETS firms. I estimate an impact at around 20 % lower emissions in phase
II (2008–2012). Surprisingly, I estimate around 30 % higher emissions in phase
III (2013–2019). While estimates vary somewhat across model specifications,
the sign and relative magnitude are consistent. I present a brief discussion of
the findings, and leave some recommendations for future research.
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1 Introduction

The EU emissions trading system (EU ETS) covers all 28 EU countries and
the three EEA countries Norway, Liechtenstein and Iceland. By regulating
11 000 installations and aviation, the EU ETS covers approximately 45 %
of greenhouse gas emissions within the participating countries (Commission
2020). What started off as the first large-scale greenhouse gas emissions trad-
ing system soon became the cornerstone climate policy of the EU. Through
emissions trading the EU would deliver cost-efficient abatement without im-
posing drastic costs or risks of carbon leakage on its industry. Around one half
of Norwegian greenhouse gas (GHG) emissions are covered by the EU ETS.
However, since phase III began in 2013, around 90 % of Norwegian industrial
emissions are covered. This raises a need to understand how manufacturing
firms are impacted by EU ETS regulation and whether it has succeeded in
delivering abatement in Norway. The jury is still out on whether it has suc-
ceeded thus far in delivering on its highly ambitious goals. This paper aims
to contribute some evidence to that debate.

This paper is conceptually inspired by Klemetsen, Rosendahl, and Jakob-
sen (2020). I apply difference-in-differences estimators with and without in-
verse propensity score weighting to identify the causal impact of the EU ETS
on Norwegian ETS firms compared to non-ETS firms, using plant-level data
from 2001 to 2019. My main contribution is providing empirical evidence and
analysis which extends to phase III. The main findings in 2008–2013 are in
line with those of Klemetsen, Rosendahl, and Jakobsen (2020). Under some
strict assumptions I estimate reduced emissions of around 20–40 % in phase II
(2008–2012), and increased emissions of around 30–60 % in phase III (2013–
2019). I discuss the findings along two dimensions – first, whether this can be
taken to mean that the EU ETS has been inefficient in delivering abatement,
and second, whether it is better explained by deviating marginal abatement
costs across the EU.

The theoretical and historical backdrop – a simple theory of abatement
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under emissions trading, the phases of the EU ETS and the Norwegian reg-
ulatory context – are presented in chapter 2. The recent literature on the
EU ETS is summarised in chapter 3, and the data are described in chapter
4. Chapter 5 discusses the methodologies applied in the empirical analysis.
Chapter 6 presents the results. Chapter 7 discusses these the main findings
and some implications, and chapter 8 contains some concluding remarks.



2 Background and theoretical considerations

2.1 Abatement under emissions trading

The goal of emissions trading is mitigation of greenhouse gases as an external-
ity by cost-minimising means (Martin, Muûls, and Wagner 2016). As climate
change is a global problem, the socially optimal way of mitigating climate
change is to reduce emissions where the marginal abatement cost is lowest,
regardless of geographical location. The EU ETS sets a cap on emissions, and
ETS firms have to hold a European Union allowance (EUA) for each tonne of
CO2 equivalents they emit. The price of EUAs provides firms with incentives
to reduce their emissions, while the cap ensures that the target level of GHG
emissions is met.

Appendix describes the theory behind emissions trading in more detail.
The cap should be set at a level that ensures the socially optimal level of
pollution occurs. The allowances can be distributed either for free (’grandfa-
thering’) – based on output, technology or past emissions – or auctioned off.
Auctioning is often viewed as advantageous because it ensures governmental
income and can be used to reduce other, distortionary taxes (Goulder and
Parry 2008). As I show below, however, the allowance price depends on the
marginal abatement cost (MAC) of firms rather than choices of allocation.
It is also the MAC and allowance price that determines the chosen level of
abatement for each firm, not the total cost pollution. Economic theory does
therefore not predict any difference in abatement levels for grandfathering and
auctioning schemes. Finally, in the EU, member-state control mechanisms
ensure that firms comply with regulation (Wettestad and Jevnaker 2018).
Overall, this means that the EU ETS should deliver the same abatement in-
dependent of the allocation schemes, as long as the cap has been tight and
compliance has been achieved. The EU ETS does not, however, restrict where
pollution occurs geographically. Instead, this is determined by the allowance
market.
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Firms can adapt to emissions trading by reducing their emissions (either by
reducing their production or emission intensity) or participate in the market
for allowances. In a simple, static model of emissions trading I denote the cap
on emissions by κ. The required abatement by the economy as a whole, E ,
is then given by the difference between business-as-usual emissions E and the
cap:

E = E − κ (2.1)

Assuming the difference between business-as-usual emissions and the cap is
positive, the drivers of the allowance price are the magnitude of E and the
MAC of participating agents (Hintermann, Peterson, and Rickels 2016). Sup-
pose the economy consists of only two firms, firm 1 and 2, which differ in their
MAC 1. Assuming perfect compliance, the sum of emissions by firm 1 and
firm 2 therefore cannot exceed the cap. Firms are assumed to have a positive
and increasing MAC schedule, such that the cap will always be exhausted.
In figure 2.1, firm 1 has a higher MAC than firm 2. If both firms are profit
maximising, they will reduce their emissions until the MAC is higher than the
market price of allowances. The abatement of each firm i = {1, 2} is denoted
by Ei ≡ Ei − κi, where κi denotes the post-abatement emissions of firm i.
Both firms are willing to sell allowances at any price that at least equals their
MAC of one extra unit. The equilibrium is therefore given by the point where
the two MAC schedules intersect, (E∗1 , E∗2 ), and the allowance price P . The
allowance price will be given by the MAC of firm 2 of abating one more unit.

Figure 2.1 illustrates that firms under cap-and-trade behave in a way that
achieves cost-minimising abatement. The model further illustrates that where
abatement occurs depends on the MAC of the firms. The firm with the lowest
MAC schedule, here firm 2, conducts more abatement than firm 1.

The MAC of a firm depends on availability of technology, input substitutes
and to what extent abatement has occurred in the past. A large share of hydro
energy means that the Norwegian power market is characterised by more than
95 % renewable energy and very low electricity prices. Consequently, Norwe-
gian power-intensive industries have to a large extent based their production
on ’clean’ inputs (NEA 2010). Further, EU and EEA member-states have had
varying levels of ambition in their climate policies prior to the ETS. MACs
are generally assumed to be increasing in the level of abatement, this might

1. The limitation to two firms is only a simplifying assumption. The overall conclusion
extends to any number of firms.
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MAC firm 1 MAC firm 2

E1 → ← E2

Firm 1

Firm 2

(E∗1 , E∗2 )

P P

Figure 2.1: Abatement under cap-and-trade

Note: In an economy with only two firms, E denotes the total cap on allowances and is
represented by the entire horizontal line. Each firm i = {1, 2} conducts abatement given
by Ei. The equilibrium price P and abatement distribution (E∗1 , E∗2 ) is determined by the

point where the marginal abatement cost (MAC) curves intersect.

suggest that Norwegian industry has higher MACs than similar industries in
Europe.

The simple model described here further implies that low allowance prices
does not in itself mean that there is no impact on emissions. Arguably, firms
could initially be harvesting ’low-hanging fruit’ such that initial MACs are
very low. It is, however, a concern if allowance prices stay well below the
social price of carbon long-term, as this means that the optimal equilibrium
is likely not to be reached. This efficiency concern is part of what calls for
empirical analyses of the EU ETS – in light of the low allowance prices, to
what extent and where has abatement occurred?

2.2 Phases and empirical assessment of the EU ETS

The discussion of an EU ETS began following the Kyoto protocol. The Eu-
ropean Commission had previously attempted to launch a tax on carbon, but
proved unsuccessful (Wettestad and Jevnaker 2018). The first ETS directive
(Directive 2003/87/EC) was adopted in 2003 and set out the regulation for
phases I and II. The main components of the EU ETS have remained con-
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stant over time, but there has been a clear trend of increased centralisation and
’tightening’ of the cap. The history and background of the EU ETS and emis-
sions trading in Norway is described in detail in appendix and summarised
in figure 2.3.
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Figure 2.2: Yearly mean price of EUAs, 2008*–2019

Note: The figure plots the yearly mean of the daily price of EU allowances from
2008–2019. The data are collected from Ember (formerly Sandbag) on 30.07.2020.

* The observations start on 07.04.2008, due to data availability.

The EU ETS set off with a pilot phase (2005–2007), where the covered
industries (mainly power generation and energy-intensive industries) and cri-
teria were set centrally, but the cap and implementation was determined by
each member-state. While Norway was not a member of the EU ETS in the
first phase, it had introduced its own emissions trading system with the aim
of integrating with the EU ETS from phase II. Norwegian allowances were
distributed for free based on emissions in 1998–2001.

Norway joined the EU ETS from the Kyoto phase (phase II, 2008–2012).
This is also the first phase covered by my analysis. Allowances were mainly
distributed for free, and could be ’banked’ for future years. There was no cen-

https://ember-climate.org/data/carbon-price-viewer/
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tral cap, but member-states determined their own allocation rules. In phase
II, Norway distributed allowances equivalent to 80 % of plant emissions in
2005. The EU ETS also allowed some offsets of CDM (Clean Development
Mechanism) and JI (Joint Initiative) allowances. EUA prices started off rela-
tively high but soon declined when the 2008/2009 recession coincided with the
realisation that there was an over-allocation of allowances. In general, how-
ever, econometric studies have found higher estimates of abatement in this
phase than in phase I. Klemetsen, Rosendahl, and Jakobsen (2020) estimate
that phase II led to around 30 % lower emissions in Norwegian ETS firms,
while a working paper by Petrick and Wagner (2014) estimate abatement at
about one-fifth for German firms in the first half of phase II.

Phase III (Directive 2008/101/EC, Directive 2009/29/EC) entailed the
first major reform of the EU ETS, and is more centralised in design and more
comprehensive in scope (Wettestad and Jevnaker 2018). According to har-
monised allocation rules, an increasing share of allowances are now auctioned,
and only those firms deemed most at risk of relocation receive some allowances
for free. Grandfathering is determined by a ’benchmarking’ rule which in ad-
dition to carbon leakage exposure is largely output-based (Union 2015), which
may act as an implicit production subsidy and can hence affect production
decisions (Rosendahl and Storrøsten 2011). A central cap is in place, with a
linear reduction in allowances of 1.74 % per year. Additional industries were
included, and the scope expanded from CO2 emissions only to including N2O
and PFCs. In Norway, this primarily led to PFCs from one of the country’s
largest industries, aluminium production, also being covered.

The level of ambition of the EU ETS has been increasing over time. While
the European Commission has long been aiming for a centralised system,
some member-states and industry stakeholders have held back (Wettestad
and Jevnaker 2018). The same trend is expected to continue in the coming
phase IV (2021–2030). Following a large surplus in allowances flooding the
market, a market stability reserve (MRS) has been established from 2019.
The MRS withdraws allowances from the market if the surplus grows too
large, and introduces additional allowances if supply becomes too low. This
means that abatement is no longer limited to the targets set by the EU, but
can in fact exceed them. This opens the door for more member-state policies
aiming towards EU ETS ETS firms. Overall, the increased harmonisation and
additional measures are reasons to expect a higher impact on emissions in the
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EU of phase III than phase II.
The EU ETS has been surrounded by controversy since the beginning –

environmentalists have strived towards a more ambitious programme, while
industry representatives have been concerned about their competitiveness in
a global market. As so often is the case in the EU, the system has emerged
as a compromise between strong interest groups. Thus, firms may not have
been able to draw clear conclusions about how the regulation would impact
them until after its adoption. On the other hand, regulation has generally been
adopted well in advance of implementation, as shown in figure 2.3. This means
that anticipation effects are likely to be present, but perhaps not very long
before the regulation was adopted. This has implications for the comparison
between ETS firms and non-ETS firms and is discussed further in section 6.1.

2.3 The Norwegian regulatory context

For the last two decades, Norwegian land-based industry has been far from
unregulated. This section summarises the context of climate policies in which
Norwegian industry firms have made their decision on production and gener-
ation of GHG emissions, providing a useful backdrop for the analysis of the
difference between ETS and non-ETS firms.

The Norwegian CO2 tax has been in place since 1991 and constitutes the
main instrument addressing emissions from the manufacturing industry. The
tax regulates GHG emissions from combustion of fossil fuels (petrol, mineral
oil, natural gas and LPG), mineral products and the petroleum industry.
However, some energy-intensive industries are exempt. The petroleum sector
faces both the EU ETS and a CO2 tax on its emissions, and identification of
the individual effect of the two measures on abatement is therefore infeasible.
The petroleum sector is therefore left out of this analysis. Land-based industry
emissions covered by the CO2 tax have been exempt from the ETS since
phase I (Klemetsen, Rosendahl, and Jakobsen 2020). For non-ETS firms the
tax has remained in place, generally at higher nominal levels than the price of
EUAs. However, not all emissions or industrial processes are covered. Beyond
pointing out that non-ETS firms have also had incentives for abatement, I
therefore refrain from making any statement about the relative carbon prices
of the EU ETS and the CO2 tax.

Klemetsen, Rosendahl, and Jakobsen (2020) control for the CO2 tax through
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including a variable for plant-specific relative energy prices. I argue that such a
measure would be endogenous because energy prices are likely to be impacted
by emissions trading. Energy producers have been suspected of passing on
the cost of EUAs to consumers (Hintermann, Peterson, and Rickels 2016).
This is likely to have lead to an increase in electricity prices. While near all
of Norway’s electricity generation is renewable, the Nordic power market is
increasingly tied to the power market of the European continent. Thus, elec-
tricity prices are one of the channels through which the ETS impacts emissions
of firms, and conditioning on (relative) energy prices could therefore confound
the results.

Beyond the CO2 tax, there have been strategies in place to reduce emissions
from the non-ETS sectors (see e.g. NEA 2010). As Klemetsen, Rosendahl, and
Jakobsen (2020) points out, some of these measures are industry-specific and
are therefore not expected to apply differently to the control and treatment
groups. Further, industry-specific measures are captured by conditioning on
industry-fixed effects in all models in this paper. Without covering these
measures or their costs specifically, it should be considered a possibility for
the further analysis that the sum of measures aimed at non-ETS firms have
had significant impact on emissions.

Overall, I believe that other regulatory instruments ought to be consid-
ered part of the counterfactual scenario. I therefore choose not to control for
other climate policies, based on the assumption that the same measures would
have been imposed on ETS firms in the absence of the EU ETS. While this
assumption cannot be tested, multiple Norwegian governments have shown
little hesitation over time to imposing a cost of emissions on the manufac-
turing industry2, and it therefore seems likely that the measures aimed at
non-ETS firms would have applied to all firms in the absence of ETS regu-
lation. This means that the results of my analysis should be interpreted as
changes in emissions from ETS firms, compared to firms that do not face EU
ETS regulation – but possibly other sources of regulation.

2. For instance, the government lobbied for all permits to become auctioned from phase
III and made it clear as early as in 2007 that Norwegian firms could no longer expect
a grandfathering of permits after 2012 (https://stortinget.no/no/Saker-og-publikasjoner/
Publikasjoner/Innstillinger/Odelstinget/2006-2007/inno-200607-100/1/#a2).

https://stortinget.no/no/Saker-og-publikasjoner/Publikasjoner/Innstillinger/Odelstinget/2006-2007/inno-200607-100/1/##a2
https://stortinget.no/no/Saker-og-publikasjoner/Publikasjoner/Innstillinger/Odelstinget/2006-2007/inno-200607-100/1/##a2
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3 Literature review

A range of research focusing on the economic impact of the EU ETS has been
conducted. In this literature review I focus on recent causal research on the EU
ETS conducted using firm or plant level data. Analysis using aggregate data,
simulations and theoretical assessments are not covered here. 1 I emphasise
their methodological and identification strategies to create a backdrop for the
analytical sections of this paper.

Klemetsen, Rosendahl, and Jakobsen (2020)

Methodologically, this paper builds on Klemetsen, Rosendahl, and Jakobsen
(2020). The authors use Norwegian plant-level data to assess the impact of
the EU ETS on the economic and environmental performance of ETS firms.
The authors use the same data as this paper on emissions from ETS firms
and firms covered by the Norwegian Pollution Control Act from 2001–2013.
They combine emissions data with data from Statistics Norway on firm-level
economic variables. They apply DiD with propensity score matching, as well
as a linear panel data fixed effects regression model. The time frame 2001–
2013 allows them to assess phase I, phase II and the first year of phase III.

The dependent variables are GHG emissions, emissions intensity (mea-
sured as emissions relative to man hours), value added and labour productiv-
ity (measured as value added relative to man hours). As controls they include
the relative energy price of fossil fuels to electricity, plant fixed effects (in
the regression model), industry fixed effects, lagged number of employees and
phase fixed effects. Finally, lagged employees serve as a measure of firm size.

Klemetsen, Rosendahl, and Jakobsen (2020) find a negative effect on emis-
sions in phase II of about about 30 % (at the 10 % significance level). In
other phases estimates are near zero and insignificant. No significant effect

1. For extensive reviews of previous and recent literature, see Martin et al. (2014) and
Teixidó, Verde, and Nicolli (2019).
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was found for emissions intensity. Interestingly, the authors estimate that EU
ETS regulation is associated with increased economic performance of about
25 % across in phase II, but not phase I and III. Due to a lack of sufficient data
the economic results are not reproduced here, and the findings on emissions
receive more attention.

Other research

Bel and Joseph (2015) attempt to disentangle the impacts of the 2008/2009
recession and the EU ETS by applying a dynamic panel data model (as pro-
posed by Arellano and Bond 1991). They apply four different specifications of
either energy consumption from different sources or energy prices. By alter-
nating between a dummy for ETS regulation and a variable for GDP growth
in both specifications they assess which variable has more explanatory power.
This paper differs from the others covered by this literature review in that it
does not mainly estimate the treatment effects, but rather whether the ETS
or recession were more powerful in explaining the changes in GHG emissions
of ETS firms. Bel and Joseph (2015) criticise the majority of early papers (see
for instance Ellerman and Buchner 2008) for being based on business-as-usual
counterfactuals rather than application of firm-level data. Their main contri-
bution is explicitly modelling the impact on emissions of the 2008/2009 shock
to the European economy. More recent research has been based on firm-level
data, an approach this paper shares.

A much-cited working paper by Petrick and Wagner (2014) is interested
in the average treatment effect (ATT) on German manufacturing firms. They
apply a combination of nearest neighbour and propensity score matching to
a difference-in-difference regression weighed by the propensity score. Petrick
and Wagner (2014) found that emissions from German manufacturing firms
were reduced by one fifth in phase II, but no significant impact in phase
I. Petrick and Wagner (2014), Klemetsen, Rosendahl, and Jakobsen (2020),
and Löschel, Lutz, and Managi (2019) all deal implicitly with the 2008/2009
financial crisis by using difference-in-differences and assuming that both ETS
and non-ETS firms were affected in the same manner by the recession.

Forbes and Zampelli (2019) also compare the EU ETS to another mea-
sure, namely the increasing wind energy penetration in the Irish energy mix.
Using a time-series model they estimate the impact of the EU ETS and wind
penetration on emissions from Irish electricity generation, using half-hourly
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data from 2015 to 2018. They find significant impact of the EU ETS, estimat-
ing that emissions would have been 6 % higher over the period without the
EU ETS. However, wind energy penetration has a higher impact, and they
estimate a substantial impact of the permit price on emissions.

Summary of research

In sum, this paper contributes to the growing literature on the causal impact of
the EU ETS. This chapter and table 3.1 summarise the main studies conducted
until now. Building on programme evaluation literature, the studies generally
apply DiD estimation and some panel data regression. Published EU ETS
evaluations typically focus on phase I and II. This likely reflects a lag in data
publishing, access and publication of research. Klemetsen, Rosendahl, and
Jakobsen (2020) and Forbes and Zampelli (2019) cover a few years of phase
III, but neither provide a thorough evaluation of the phase nor a comparison
with previous phases. I am aware of several forthcoming empirical studies on
the EU ETS using microdata2. This shows that the topic is considered highly
relevant, and that more causal evidence is likely to become available before
long. As Teixidó, Verde, and Nicolli (2019) point out, the main gap in the
literature is research on phase III. This will therefore be the main focus of this
paper, with phase II receiving attention mostly for comparison with previous
research.

2. See e.g. Wagner et al. (2020)
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4 Data

4.1 Data source

The analysis in this dissertation builds primarily on administrative data from
the Norwegian Environmental Agency (Miljødirektoratet, NEA). The data
consists of reported emissions from all Norwegian firms that are either covered
by the EU ETS or the Norwegian Pollution Control Act1. By merging these
data with a dataset of all EU ETS firms I obtain a dummy variable for EU ETS
regulation. The datasets contain information on GHG emissions measured in
tonnes of CO2 equivalents. For the sake of comparison with other studies
(particularly Klemetsen, Rosendahl, and Jakobsen 2020) I focus on plants
belonging to industries B and C in SIC 2007, i.e. firms with two-digit NACE
codes from 05 to 33 (except 06, petroleum and gas extraction). This includes
mining, quarrying and manufacturing industries and excludes, among others,
agricultural industries, electricity generation and construction2.

The novelty in this dissertation is the updated data ranging from 2001–
2019, allowing me to estimate most of phase III. Many studies rely on es-
timated emissions calculated from, for instance, energy consumption from
various energy carriers (Petrick and Wagner 2014; Löschel, Lutz, and Managi
2019). This adds a certain level of uncertainty. Two honorary exceptions are
Bel and Joseph (2015) and Klemetsen, Rosendahl, and Jakobsen (2020) in
using verified emissions reported by each firm. This paper takes the same
approach by using emissions data reported by installations.

The main drawback of this dataset is the lack of plant-level economic or
energy variables. This makes matching on common characteristics, particu-
larly the selection criteria for the EU ETS, more difficult. A more detailed
discussion on how this is dealt with is covered in chapter 5.

1. The data in part consists of data made available for this project by NEA, and is in
part downloaded from the Norwegian PRTR website. on 3 July 2020.

2. See Statistics Norway for a description of SIC 2007 for Norwegian firms.
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Figure 4.1: Number of ETS and non-ETS firms

Note: The figure plots the number of ETS and non-ETS firms in the dataset in each year.

Firms

In order to internalise some spillovers within firms, I aggregate up from the
plant level to the firm level. Firms (as opposed to companies) is the lowest level
of legal unit in the Norwegian firm registry. The aggregation therefore entails
little loss of detail, but facilitates interpretation. The unbalanced dataset
covers 345 firms, 19 years and 3647 firm-year observations. The firms belong
to 106 different five-digit industries and 23 different two-digit industries. As
shown in figure 4.1, there are 51 ETS firms in phase II and 69 ETS firms in
phase III.

4.2 Variables

Emissions

I observe a yearly measure of greenhouse gas (GHG) emissions for each firm,
as tonnes of CO2 equivalents (CO2eq). This includes all emissions covered by
the Kyoto protocol, including CO2 from fossil fuels (but not biofuels) 3. I also
observe tonnes of carbondioxide (CO2) emissions, CO2 from fossil fuels and

3. In particular, this measure also includes CH4, CF4, C2F6, SF6, N2O and HFCs (hy-
drofluorocarbons).
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nitrous oxide (N2O).

mean sd count

GHG 65535.91 206231.4 3647
CO2 63900.16 182855.2 3556
N2O 29.01894 268.913 1992
CO2 from fossil fuels 59681.4 179760.9 3483

Table 4.1: Descriptive statistics for emissions variables

Note: This summarises the mean, standard deviations and number of firm-year
observations of the emissions variables in my dataset (each measured in tonnes), for both

ETS and non-ETS firms from 2001–2019.

Table 4.1 shows that the majority of GHG emissions in my sample come
from CO2 , mainly from burning of fossil fuels. However, N2O is about 300
times as powerful a greenhouse gas as CO2 and is a considerable share of the
emissions prior to 2008, but become less important in later years. Perfluo-
rocarbons (PFCs), while also covered by the EU ETS, are not observed in
my dataset. They can, however, be considered one of the key sources of the
remaining variation in GHG after controlling for CO2 and N2O .

ETS firms have on average much higher emissions than non-ETS firms,
see figure 4.2. Phase II ETS firms have four times higher GHG emissions
than Phase II non-ETS firms. Meanwhile, Phase III ETS firms have nearly 40
times higher GHG emissions than Phase III non-ETS firms. This shows that
the inclusion of aluminium firms in phase III causes the difference between
ETS and non-ETS firms to explode, resulting in large differences between the
firms that are and are not covered by the ETS from 2013 onwards.

There was a decline in emissions from 2005 to 2007 due to technological
changes curbing N2O emissions from the manufacturing industry (NEA 2010).
This is particularly apparent for the ETS-firms in figure 4.2, but the changes
impacted non-ETS firms too. There also seems to be some drop in mean
emissions, particularly for phase III-firms, around the time of the recession4.
After 2009, mean emissions increase somewhat, but never reach pre-2006 lev-

4. Some of the impact of the recession is likely to be reflected in firms dropping out of
the market, not only through reduced output and hence emissions from surviving firms.
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Figure 4.2: Mean emissions of CO2 equivalents

Note: The plot shows the different yearly means of emissions of GHG for ETS and
non-ETS firms in phases II and III, respectively. Phase III-firms include firms that were
also covered in phase II, while non-ETS firms in phase II also include the firms that

became covered by the ETS from phase III.

els. There is a similar trend for firms that were not covered in phase II, while
firms that are not covered in phase III saw a marked decline in GHG emissions
from 2001 to around 2009. For all four categories, mean emissions stabilised
from around 2011.

As a proxy of the production capacity of firms prior to introduction the EU
ETS I apply firm emissions from 2001 and 20025. Treatment in the EU ETS
depends on the industry the plant belongs to and certain industry-specific
thresholds of either thermal input, production output or capacity. While I
observe the specific industry code, I do not observe the output of the firm or
plant. This induces an omitted variable bias in the regression, as output and
thermal input clearly impact emissions as well as regulated status. To abate
this problem I propose the use of lagged emissions as ’proxy’ variables for the
ETS regulation criteria. Wooldridge (2010) establishes two assumptions that
must hold for a valid proxy variable, (4.1) and (4.2):

E(y|x, q, z) = E(y|x, q) (4.1)

5. See Holzer et al. (1993) for an example of a paper that applies the logged dependent
variable as a proxy.
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where x denotes the vector of explanatory variables, q the vector of omitted
variables and z the vector of proxy variables. (4.1) means that, given the
explanatory and omitted variables, the conditional mean of emissions should
not depend on the value of the proxy variable. Wooldridge (2010) calls (4.1)
the redundancy criterion. The second criterion

q = θ0 + z′θ1 + r

Cov(xj, r) = 0 j = 1, 2, ..., K
(4.2)

meaning that z is sufficiently strong in explaining q to ensure that the ex-
planatory variables are no longer partially correlated with the omitted vari-
able, once the proxy has been included. In the remaining analysis I assume
that (4.1) and (4.2) hold.

Industry affiliation

I control for industry-specific regulation and other characteristics of the in-
dustries by including industry dummies. To retain sufficient variation I apply
two-digit industry level codes.
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(b) Mean of logged GHG emissions, by industry
code

Figure 4.3: Mean emissions by industry code

Note: Panel (a) illustrates how mean emissions vary a great deal across industry codes.
The means of the natural logarithm of firm emissions, plotted in panel (b), are not as

dominated by outliers.

Figure 4.3 plots mean GHG emissions by industry code. Industry 19,
manufacturing of refined petroleum products, stands out as the industry with
the largest mean emissions in panel A. Since 2008, all these firms have been
regulated. In my analysis I apply logged GHG emissions as my dependent
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variable in order to approximate a normal distribution. Panel B illustrates
how logged GHG emissions are more comparable across industries.



5 Methodology

Identifying the impact of the EU ETS on emissions requires disentangling
the impact of the EU ETS from variables such as macroeconomic conditions
(e.g. business cycles) and wider technology development. Typically, causal
EU ETS studies exploit the variation caused by some firms being treated and
others remaining untreated (Martin, Muûls, and Wagner 2016). This paper
draws inspiration from the large majority of previous EU ETS research which
applies difference-in-differences and linear regressions, often with various types
of matching (see table 3.1). In this chapter, I assess the implications and
credibility of the assumptions the methods rest on. I account for the non-
randomness of the selection criteria (industry affiliation and production or
input capacity) through propensity score matching.

As a non-member state of the EU, the most relevant counterfactual to
Norwegian ETS firms is Norwegian non-ETS firms participating in a Euro-
pean product and energy market where the EU ETS still operates. I assume
that ETS treated firms would have faced regulation similar to that of non-
treated firms in the absence of ETS regulation, see section 2.3. In doing so,
I derive estimators that should be interpreted as the impact of the EU ETS
on Norwegian treated firms, compared to the counterfactual of the regulatory
context of non-treated firms. This gives the estimates a somewhat different
interpretation to that of Klemetsen, Rosendahl, and Jakobsen (2020), which
I return to in chapter 6.

5.1 Treatment effect

When setting out to establish a causal effect, the ideal research design is a
randomised control trial. In most economics research, this is infeasible and
unethical. Economists therefore resort to natural ’as-if random’ experiments
and attempt to correct for selection bias and non-randomness in assignment
of treatment. I only observe the realised outcomes – the difference in means

21
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between the treated and untreated firms – not the counterfactuals. Following
the tradition of the Rubin causal model and Angrist and Pischke (2009), I
denote the potential outcome of individual i as Y1i if individual i is treated,
and Y0i if i is untreated. Whether or not the firm belongs to the treatment
group is a dummy I denote by ETSi. This distinction is needed because we
differentiate between the observed outcomes E(Y1i|ETSi = 1) for treated firms
and E(Y0i|ETSi = 0) for untreated firms, and the unobserved counterfactuals
E(Y0i|ETSi = 1) and E(Y1i|ETSi = 0). The average treatment effect on the
treated (ATT) is then given by

τATT = E[Y1i − Y0i|ETSi = 1] (5.1)

(5.1) illustrates that I would ideally like to estimate is the difference between
what happens to the individual that is treated, and the counterfactual effect
if they were not treated. While the average treatment effect (ATE) could be
estimated instead, this requires stronger assumptions that cannot be ensured
to hold in this sample (Wooldridge 2010). The limitation to ATT allows
estimation based on weaker and more reasonable assumptions, without much
loss of generality.

A natural starting point is the observed difference in means between the
treatment and control group. If there are differences (observed or unobserved)
between the firms that receive and do not receive treatment, there is a selection
bias (Angrist and Pischke 2009):

E[Y1i|ETSi = 1]− E[Y0i|ETSi = 0]︸ ︷︷ ︸
observed difference in means

=E[Y1i|ETSi = 1]− E[Y0i|ETSi = 1]︸ ︷︷ ︸
τATT

+ E[Y0i|ETSi = 1]− E[Y0i|ETSi = 0]︸ ︷︷ ︸
selection bias

(5.2)

This selection problem is a classic one in econometrics, and no less so in
empirical environmental economics. It is clear from (5.2) that the selection
problem only arises when there is a correlation between the selection criteria
for treatment and the outcome variable. This goes to the core of the identifi-
cation problem of ETS studies: ETS regulation is determined by the industry
affiliation and production capacity of the firm, while emissions largely depend
on technology and production volumes. There is therefore reason to expect a
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relatively large selection bias in the absence of a sophisticated identification
strategy. In order to develop a credible identification strategy, I present the
three main assumptions highlighted in Wooldridge (2010) for estimation of
ATT:

The potential (counterfactual or realised) outcomes for each individual i

are independent of whether or not another individual j is treated

(Angrist, Imbens, and Rubin 1996).

(5.3)

(5.3) is commonly known as the Stable Unit Treatment Value Assumption
(SUTVA). SUTVA is a key assumption in requiring that treatment affects
only the firms that receive the treatment, such that untreated firms remain
unaffected. In the ETS case, this means that there cannot be any spillovers
to non-ETS firms. However, the ETS has led to increased energy prices in
much of the EU, impacting the trade-off between clean and dirty inputs for
non-ETS and ETS firms alike (see e.g. Hintermann, Peterson, and Rickels
2016). Further, increased innovation caused by emissions trading has often
been seen as a key explanatory force for the seemingly improved economic
performance of firms (see e.g. Klemetsen, Rosendahl, and Jakobsen 2020). If
this makes affordable technology more easily available to non-ETS firms, this
can lead to spillovers reducing emissions of both ETS and non-ETS firms. It
is therefore not possible to ensure that SUTVA holds with certainty in this
analysis. However, the treatment is applied strictly to the ETS firms only and
would not cause any direct impact on non-ETS firms.

In order to solve the selection problem, researchers often require that the
necessary assumptions hold in the mean conditional on observables, such as
the selection criteria. This property is captured by the ignorability assump-
tion:

E(Y0i|xi, ETSi) = E(Y0i|xi) (5.4)

This assumption requires that, conditional on the covariates x, treatment is
independent of the outcome variable in its mean (Wooldridge 2010). It is
commonly called ’selection on observables’, and requires that the only un-
observables treatment ETSi is allowed to depend on are uncorrelated with
treatment y.
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The final assumption is the overlap assumption,

P (ETSi = 1|xi) ∈ [0, 1) ∀xi ∈ X (5.5)

where X denotes the support of x. The overlap assumption for ATT requires
that all observations included in the estimation have a probability of receiving
treatment that is less than one (conditional on the covariates). The main
problem with the lack of overlap is that the results of estimation, particularly
τATT , is not identified at the values of x for which treatment is perfectly
predicted. This means that τATT cannot be generalised to hold for the values
of x for which there is insufficient overlap (Wooldridge 2010).

5.2 Identification

In an attempt to identify the causal effect satisfying assumptions (5.3), (5.4)
and (5.5), I apply several identification strategies. At the core of my identi-
fication strategy lies propensity score matching, which is then applied in 1)
a difference-in-differences framework and 2) a linear panel data regression. I
run a set of specifications on three samples – the entire sample, the sample
on the common support and the inverse propensity score weighted sample on
the common support. In using multiple strategies I aim to assess whether the
results are consistent across different identification strategies.

In applying these, I also disregard some other candidate strategies. For
instance, regression discontinuity design (RDD) might seem a reasonable ap-
proach given the structure of the EU ETS selection criteria. However, both
Klemetsen, Rosendahl, and Jakobsen (2020) and Petrick and Wagner (2014)
consider RDD infeasible. In my case, RDD would serve to estimate the lo-
cal effect of firms very close to the regulation threshold consistently, but this
would both render the sample very small, as well as have little to no gener-
alisability beyond this local region. Further, RDD would identify an effect
different to that of the other strategies, and would therefore not be suitable
for comparisons with previous research.

I conduct difference-in-differences (DiD) and linear regression estimation.
In addition, I apply what Angrist and Pischke (2009) define as regression
adjustment, where I trim the sample to the firms that are on the common
support and condition on the covariates used to predict treatment status.
This ensures that both (5.5) holds, and, if the regression specification is cor-
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rect, that (5.4) holds. Further, I apply regression adjustment with propensity
score weighting. This is doubly robust in the sense that it suffices that ei-
ther the regression model or the propensity score model is correctly specified
(Angrist and Pischke 2009), making it more likely that (5.4) is satisfied. It
also constitutes a very simple test of the regression specification – if results
deviate strongly, it may suggest that the regression model is misspecified.

Macroeconomic trends and business cycles, e.g. the 2008/2009 recession,
are likely to explain some of the variation in emissions for both ETS and
non-ETS firms. In 2014, the oil price plummeted, causing a decline in oil and
gas extraction and in demand for the industries supplying technology, services
and products for the oil industry. Unemployment saw a sharp increase, par-
ticularly in Western Norway. While business cycles impact all firms, they do
so differently. This justifies the application of a difference-in-differences model
in order to allow for group-level fixed effects (Angrist and Pischke 2009). In
doing so, I assume that the parallel trend assumption holds, such that logged
emissions of the control and treatment groups would have followed the same
trend in the absence of regulation (conditional on the covariates). This also
requires that treated and untreated firms are impacted the same by these
macroeconomic shocks.

As the counterfactual is not observed this cannot be tested directly. How-
ever, I can investigate the parallel trend assumption by visual inspection of
plots of logged emissions for the three different specifications (entire sample,
common support and inverse propensity weighted sample). I only observe
the firms from 2001 onwards, and therefore do not observe too many years
prior to announcement of the EU ETS. Any deviation from the parallel trend
assumption therefore cannot be taken as a clear violation from the parallel
trend assumption, but would suggest that the results should be interpreted
with caution.

Figure 5.1 plots the mean of log GHG emissions, by treatment status and
year. In the full sample, panel (a), the trend is the same as in chapter 4:
ETS firms have far higher mean emissions than non-ETS firms, particularly
in phase III. From 2002 to 2004, there is a decline in logged emissions from
non-ETS firms, but not from ETS firms. After 2005 (when phase I begins),
non-ETS firms see a slight increase in emissions, while ETS firms do not.
There is a slight increase in mean non-ETS logged emissions from 2010 to
2011, but otherwise, the firms seem to follow a relatively similar trend even



26

6
8

10
12

G
HG

 e
m

iss
io

ns
, l

og
ge

d,
 t 

CO
2 

eq

2000 2005 2010 2015 2020

Phase II ETS firms Phase II non-ETS firms
Phase III ETS firms Phase III non-ETS firms

(a) Full sample

7
8

9
10

11
G

HG
 e

m
iss

io
ns

, l
og

ge
d,

 t 
CO

2 
eq

2000 2005 2010 2015 2020

Phase II ETS firms Phase II non-ETS firms
Phase III ETS firms Phase III non-ETS firms

(b) Common support
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(c) Inverse propensity weighted sample

Figure 5.1: Mean of logged GHG emissions by ETS treatment status

Note: The figure plots the mean of the yearly natural logarithm of GHG emissions of
firms by their ETS treatment status in phase II and phase III. Panel (a) plots mean log
emissions for all 345 firms in the dataset. Panel (b) plots all 119 firms on the common

support. Panel (c) plots the inverse propensity weighted mean of logged emissions for the
119 firms on the common support.

after treatment is introduced in 2008 and 2012, respectively. For the firms on
the common support, panel (b), the means seem more volatile, likely in part
because there are fewer firms in this sample. The log means are now more
similar for ETS and non-ETS firms, both in phase II and III. This suggests
that the matching variables described in chapter 5 are good predictors of
logged emissions in future years. The trends prior to 2005 are similar, lending
support to the parallel trend assumption. Firms that are non-ETS in phase III
see a decline in logged emissions not shared by ETS firms. Inverse propensity
weighting (panel (c)) reduces the absolute difference in log means, particularly
in 2001 and 2002. There now seems to be a sharper increase in log means for
ETS firms than for non-ETS firms prior to 2005. In the following few years,
there is a sharp decline for non-ETS firms not reflected in the trends of the
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ETS firms. After 2008, ETS and non-ETS firms seem to follow a very similar
trend.

Propensity scores

The EU ETS presents a textbook example of selection bias: Only units with a
certain minimum capacity and belonging to specific industries are treated. In
order to ensure that the ignorability assumption (5.4) holds, I must control for
the difference in probability of recieving treatment caused by these selection
criteria. Otherwise, my estimator for τATT would capture the impacts of
production capacity and industry technology as well as the impact of the EU
ETS.

Treatment status of Norwegian firms in the EU ETS is determined by the
industry and production capacity of each firm in the period 1998–2001. In
the treatment literature, the probability of treatment conditional on observed
covariates is typically called the propensity score and is given by (5.6) (Angrist
and Pischke 2009):

p(x) = P (ETS = 1|x) (5.6)

As is conventional, the propensity score of firm i is estimated using a logit
model and the Stata programme psmatch2 by Leuven and Sianesi (2003).
Perhaps surprisingly, taking into account the uncertainty in estimating the
propensity score can lead to lower estimates for the regression standard error
(Wooldridge 2010). The disadvantage of the psmatch2 programme is therefore
that it does not allow me to exploit the fact that the propensity score is
estimated in my further analysis, despite this often being more efficient. This
choice of programme is perhaps at the cost of efficiency, but not unbiasedness.
While bootstrapping can be applied to limit the standard error, it is unclear
in the literature whether this is valid and I therefore avoid it.

Following Klemetsen, Rosendahl, and Jakobsen (2020), I match observa-
tions with up to ten of its closest neighbours, with three neighbours as a
robustness test. I modify the assumptions to be conditional on the propensity
score (i.e. a function of the covariates), rather than the covariates themselves.
Therefore, in addition to SUTVA, the assumptions are given by

Ignorability: E(Y0i|p(xi), ETSi) = E(Y0i|p(xi)) (5.7)

Overlap: P (ETS = 1|p(x)) ∈ [0, 1) ∀xi ∈ X (5.8)
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Angrist and Pischke (2009) discuss the following paradox of propensity
score methods: Estimators based on the propensity score are asymptotically
less efficient than estimates based on the covariates themselves. However,
propensity score methods have good finite-sample properties (Angrist and
Hahn 2004). By restricting the propensity score through nonparametric meth-
ods using prior knowledge of the criteria for treatment, the researcher is able
to implement additional information and experience efficiency gains, leading
to improved finite-sample results (Angrist and Pischke 2009).

In order to identify the average treatment effect on the treated, ATT, I
conduct exact matching within the two-digit industry code to ensure that all
neighbours are within the same industry, and match on lagged log GHG and
CO2 emissions (2001 and 2002). I use a linear form of emissions because treat-
ment is determined by whether or not capacity exceeds a certain threshold.
By conducting exact matching I only consider variations in emissions within
industries, which is appropriate when thresholds are industry-specific.

For treated firms, the propensity score weight w is 1, because I estimate
the average treatment effect on treated firms (ATT),

w(x|ETS = 1) = 1 (5.9)

Untreated firms are weighted by the estimated likelihood of treatment,

w(x|ETS = 0) =
p̂(x)

1− p̂(x)
(5.10)

In other words, the analysis puts more weight on non-treated firms with
higher probability of treatment, and compares them with the treated firms.
This obtains the inverse propensity weighted ATT, which provides consistent
estimates for τATT under assumptions (5.7) and (5.8) (Angrist and Pischke
2009).



6 Results

In order to compare and contrast the findings of different models, I implement
models with a gradually increasing number of controls. First, I run linear and
difference-in-differences (DiD) regressions on the entire, unweighted sample.
I expect the models to respond noticeably to conditioning on the selection
criteria and industry- and time-fixed effects. This is also why I expect to see
differences in the results from the linear regression and difference-in-differences
models, as DiD controls for time trends and group-fixed effects as well as those
specified as control variables1. A key reason for applying DiD in this analysis
is to isolate from the effects of demand-side variation in the economy, e.g.
increased demand for industry goods due to macroeconomic growth or shocks
to the economy. I do not observe a measure of production value for each firm,
nor would I be able to condition on this, as changes in production volumes is
one of the channels through which firms can adjust their emissions in response
to regulation. If the firms are sufficiently similar and can be expected to follow
the same trends, these effects are captured instead by the DiD specification.

Second, I conduct propensity score matching and run the same models
on a sample trimmed to those firms that are on the common support X .
As there are major differences between the ETS and non-ETS samples, I
expect to see some changes in the results. Some of the improvement from
this approach can also be achieved by conditioning on certain variables. For
instance, when I control for industry affiliation I only do the analysis on
industries for which there are both ETS and non-ETS firms in the same period.
However, by limiting the analysis to the firms on the common support, I do not
consider firms that receive treatment with certainty. This means that I am left
with 1401 firm-year observations. This is also the main drawback of limiting
analysis to the common support – only a few industries are included in this

1. Klemetsen, Rosendahl, and Jakobsen (2020) and others conduct their linear regression
analysis using firm-fixed effects. In this model, analysis with firm-fixed effects causes too
much collinearity and is infeasible.
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sample, and the findings cannot be generalised beyond the common support.
It also comes at the cost of precision, in the sense that the sample is reduced.
The choice of applying analysis to the common support is therefore a tradeoff
between generalisability and precision, and unbiasedness and consistency of
results.

Finally, I weight the sample on the common support by the inverse propen-
sity score as described in chapter 5. The implication is that similar firms
receive more weight than dissimilar firms. The DiD approach rests on the
parallel trend assumption, and IPSW makes this assumption more credible.

Following the reasoning in Abadie et al. (2017) I cluster standard errors
on a five-digit industry level because treatment is largely dependent on the
industry affiliation of firms. In an alternative specification I run the same
regressions with firm-level clustering, which returns smaller standard errors.
Before trimming the sample, I have a large number of five-digit industries
(106), but this goes down to 29 after trimming the sample. Clustering is
therefore to some extent at the cost of efficiency within the trimmed sample
(Abadie et al. 2017).

6.1 Difference-in-differences

The population regression DiD model is given by (6.1):

lnEit = β0 + ETSipβ1 + αj + ηt + α′jxi,pre + γeβ2 + εit (6.1)

The dependent variable, lnEit, is the natural logarithm of the GHG emissions
of firm i in year t. ETSip is a 1 × 2 dummy vector for whether firm i is
covered by the ETS in phase p. The 2× 1 vector of coefficients β1 is therefore
the coefficient on the impact occurring in phase II and III. αj is a dummy
for two-digit industry affiliation, and allows me to control for industry-fixed
effects. xi,pre is a vector of logged firm emissions of GHG and CO2 in 2001
and 2002, used as proxy variables for production or input capacity prior to the
announcement of Norwegian participation in EU ETS. The interaction term
with the industry dummies thus captures the selection criteria. ηt captures
year-fixed effects such as overall economic growth, while γe is a dummy for
whether or not the firm belongs to the treated or untreated group. The
inclusion of γe is what differs between the DiD and the linear regression model
in (6.2). εit is the error term, which is assumed to be uncorrelated with
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ETSip. The model is specified twice, with and without the industry-capacity
interaction term, to investigate the sensitivity of the model to the selection
criteria. The findings are reported in table 6.1.

The model in table 6.1 implements (6.1) with and without the interaction
term I apply for the selection criteria on three different samples. Columns
(3) and (4) are the trimmed sample on the common support, X . Column (5)
weights the control group by the inverse propensity score, and column (6) is
’doubly robust’ – it weights the control group by the inverse propensity score
in addition to controlling for the selection criteria.

Overall, the estimated impact occurring in phase II is negative, suggesting
that the ETS caused phase II firms to have around 20 % (or more) lower GHG
emissions in phase II than non-ETS firms. Further, the estimated impact
occurring in phase III is positive, suggesting that phase III-firms had around
30–50 % higher GHG emissions in phase III than they would have had in
the absence of the ETS. The estimates for phase II are significant at least
at the 10 % level in all columns except (6). Notably, the estimates become
lower and less significant with more conservative specifications, but remain
negative. The estimates for phase III are significant in all columns except (4),
and seem to be of similar magnitude across specifications. The estimates for
the impact of the EU ETS are generally higher in specifications (1), (3) and
(5), which are likely inflated by capturing some of the impact of the selection
criteria, due to selection bias.

If the interaction term α′jxi,pre absorbed the entire time-invariant correla-
tion between GHG emissions and the regulated status, I would have expected
to see a near-zero coefficient on γ in columns (4) and (6). While the co-
efficients are much lower than in the absence of the selection criteria, it is
still significant at the 1 % and 5 % level, respectively. The magnitude of the
estimated impacts of the ETS occurring in phase II and phase III are also
notably smaller, suggesting that there is a group-fixed effect of being an ETS
firm that is not in its entirety captured by the selection criteria term. How-
ever, the large drop in the coefficients on γ when including α′jxi,pre suggests
that the interaction between industry affiliation and 2001 and 2002 emissions
to a large extent captures the time-invariant impact of being an ETS-treated
firm.

The consistently negative estimates in phase II lend support to the find-
ings in Klemetsen, Rosendahl, and Jakobsen (2020), who found around 30
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% abatement for ETS-firms in phase II. Further, the consistently positive es-
timates in phase III suggest a positive impact of ETS regulation in phase
III, compared to the counterfactual scenario. Implications of this are further
discussed in chapter 7.

6.2 Linear regression model

Linear panel data regression is adopted as an alternative specification to the
DiD model. The population regression model is similar to that in (6.1), but
does not contain the ETS group dummy γe (the remainder of the variables
and coefficients are explained at the beginning of section 6.1):

lnEit = β0 + ETSipβ1 + αj + ηt + α′jxi,pre + ζit (6.2)

The model is, as such, less conservative than the DiD model. Instead of resting
on the parallel trend assumption it assumes orthogonality of the group fixed
effects and treatment. The results are given in table 6.2.

Columns (1), (3) and (5) run the analysis without controlling for the selec-
tion criteria or a group dummy variable. These columns have estimates that
seem very inflated compared to those in table 6.1, with an estimated impact
in phase III of between 170 % and 310 %. The majority of this difference
between the linear regression and DiD models disappears once the selection
criteria are added. This suggests that the phase III coefficient captures some
of the time-invariant correlation with selection into the treatment group. Fur-
ther, the results in table 6.1 suggests that there is indeed a group-fixed effect
not entirely captured by the selection criteria. The linear regression model
(6.2) might therefore be less suitable for explaining the impact of the EU ETS
than the DiD model (6.1). The linear regression model is prone to omitted
variable bias and its results should be interpreted with caution.

In sum, however, all twelve specifications return the same sign on the esti-
mates for the two phases. While the findings in table 6.1 rest very heavily on
the parallel trend assumption, the results in table 6.2 all indicate a reduction
in emissions for ETS-firms in phase II and an increase in phase III, relative
to the counterfactual. The estimates in models (3)–(6) suggest that at least
in the four two-digit industries on the common support – manufacturing of
paper and pulp, chemicals, non-metallic mineral products and basic metals –
Norwegian ETS firms saw a decline in emissions relative to Norwegian non-
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ETS firms in phase II, and an increase in phase III. Note that this is heavily
dependent on the assumptions set out in chapter 5 being satisfied, and its
implications are further analysed in the following chapter.
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7 Discussion

Chapter 6 presented the results from the analysis of the data. The estimates
all point in the direction of reduced GHG emissions for ETS firms in phase II,
and increased GHG emissions in phase III, compared to the non-ETS firms.
While the methodological caveats place some limitations on interpretation of
the coefficients, the results of the analysis presented in chapter 6 indicate
a relatively clear direction. In phase II, the results are similar to those of
Klemetsen, Rosendahl, and Jakobsen (2020) and Wagner et al. (2014). In
phase III, there are consistently positive and relatively high estimates, even
in the most robust specifications. While this may be attributable to research
design and data limitations, it also suggests that there might have been more
abatement within industrial firms in Norway without EU ETS regulation.
This cannot immediately be taken to mean that industrial emissions in Eu-
rope would have been lower, however, as Norwegian firms have participated
to increasing the demand for EUAs, thereby bringing up the price. In this
chapter I discuss various possible explanations for both of these findings.

The findings in this dissertation lend additional evidence to the growing
literature finding negative impacts of phase II regulation in several countries,
see chapter 3. To explain their findings in phase II, Klemetsen, Rosendahl,
and Jakobsen (2020) focus primarily on the price of EUAs. In the early years
of phase II, the prices of EUAs were at an historically high level, see figure 2.2.
Low EUA prices likely created stronger incentives for abatement. However, as
an increasingly large surplus of EUAs started flooding the market at the same
time as the recession hit the European economies, prices of EUAs dropped
and did not start increasing again until 2018. The option to bank allowances
enables firms to optimise dynamically such that they stock up on allowances
for the future if they expect the price to rise. Therefore, high EUA prices
prior to the recession can be interpreted as firms expecting equally high prices
in the future, too. This may have created incentives to invest in innovation in
cleaner technologies, causing the abatement to continue further into phase II.

36
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The key novelty of this paper is extending the analysis to phase III, where
I find consistently positive estimates for the impact of the EU ETS on Norwe-
gian ETS firms compared to non-ETS firms. There can be multiple reasons
for these findings. The estimates in chapter 6 only extend to the industries
on the common support, and may not be generalisable beyond that. To the
extent that the results hold and can be generalised, I discuss along two di-
mensions: 1) Whether the low EUA prices in phase III suggest that the EU
ETS has been inefficient in delivering abatement in phase III, and 2) Whether
there are particular characteristics of Norwegian manufacturing and mining
firms that can explain these findings.

A major caveat of all methods applied in this dissertation is the lack of
generalisability of the ATT beyond the industry codes on the common sup-
port. As Wooldridge (2010) highlights, ATT is only identified where there
are firms with a probability of treatment strictly below 1. The combination
of relatively few industrial firms in Norway and the thresholds used to deter-
mine the regulated status of firms within the ETS mean that in the trimmed
sample, only four two-digit industries are represented: manufacturing of pa-
per, chemicals, non-metallic mineral products (e.g. glass, cement) and basic
metals (e.g. steel). These make up a total of 29 different five-digit industries.
The results therefore cannot be generalised to hold for mining and quarrying
or other manufacturing industries – despite these firms being part of the full
sample.

The consistently positive estimates on the impact of the ETS in phase III
raise the question of whether the EU ETS has efficiently caused abatement at
all, at least in the industries listed above. Phase III is characterised by more
harmonised rules across EU ETS member states and limited access to linked
allowance markets. Meanwhile, there also was a low price on EUAs for the
majority of the phase, see figure 2.2. A key assumption for MAC to impact
the EUA price is that the cap is ’tight’, i.e. exceeds the business-as-usual
emissions (see chapter 2). The recognised surplus of allowances in much of
phase III suggests that the cap might in fact have been ’slack’. Little incentive
will have been provided for Norwegian ETS firms to reduce their emissions
due to the low allowance price. For the majority of phase III the price of
EUAs therefore provided little incentives for abatement. Further, this may
have caused expectations of low future EUA prices, creating few incentives for
innovation and implementation of green technologies, limiting both the long-
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and short-term impact of the ETS on abatement.
On the other hand, the positive estimates can be explained by abatement

occurring elsewhere in the ETS due to differences in MAC. The majority
of phase III firms were also regulated in phase II. However, the Norwegian
phase III-firms that were not regulated in phase II largely belong to alu-
minium production and received incentives before entering the ETS (Klemet-
sen, Rosendahl, and Jakobsen 2020), see section 2.3. If these measures had
any impact, Norwegian aluminium industry may have already harvested much
of the low-hanging fruit before entering phase III. Further, there has been an
overlap between the ETS and climate policies in other member states and
the EU, such as incentives for renewable energy generation, which may have
effectively brought down the MAC of affected firms (Ellerman, Marcantonini,
and Zaklan 2016). If MACs were significantly lower elsewhere in the EU ETS,
this will have brought down the price of EUAs despite the cap being ’tight’.
Norwegian firms will then have had incentives to pay for abatement to occur
elsewhere in phase III, bidding up the price of EUAs. While this does not
speak to the EU ETS lacking capability to deliver emissions abatement, it
suggests that Norwegian firms have made use of the flexibility mechanisms of
the EU ETS rather than bearing their own abatement costs.

While low EUA prices may have provided little incentive for abatement,
it cannot explain the positive coefficients estimated. However, abatement in-
centives may have been stronger for non-ETS firms. For instance, the CO2

tax has increased several times during phase III, and multiple climate policies
aimed at non-ETS firms have been in place (NEA 2010, 2020). As non-ETS
firms have not had the option of buying allowances from firms with lower
MAC, they may have had stronger incentives to conduct abatement. As-
suming a ’slack’ cap and stronger incentives for non-ETS firms, is therefore
possible that policy aimed at non-ETS firms has been more efficient in pro-
viding abatement than the EU ETS. If a ’tight’ cap has been in place, the
ETS has ensured that abatement has occurred at a lower MAC, but does not
speak to the effectiveness of the ETS in delivering abatement.



8 Conclusion

This dissertation has aimed to investigate the causal impact of EU ETS regula-
tion on Norwegian manufacturing, mining and quarrying industries. Economic
theory on environmental taxation and cap-and-trade predicts that imposing
a cost of pollution leads to abatement, and that the price of allowances is de-
termined by the marginal abatement cost of participating firms. I analyse the
impact relative to the counterfactual scenario of non-ETS firms, implicitly as-
suming that regulation such at the CO2 tax would have applied to ETS firms
as well in the absence of emissions trading. Using Norwegian microdata I find
a negative impact of around 20–40 % in phase II, similar to the findings of
Klemetsen, Rosendahl, and Jakobsen (2020) and Petrick and Wagner (2014).
I find a positive impact in phase III of around 30–60 %. While the findings
rest heavily on strict assumptions, they are consistent in sign and relatively
consistent in magnitude across model specifications.

Unfortunately, these results cannot be said to hold for firms off the common
support. This lack of generalisability is a key caveat of the methodologies
applied. It follows from the nature of the data and the regulation, making it
difficult to find comparable ETS and non-ETS firms within the same industry.
It is a point worth making that this conclusion holds for many of the microdata
based EU ETS papers. While different samples may see different industries
represented on the common support, this is typically not specified in the
papers. There may be no apparent reason why the industries on the common
support differ fundamentally for industries off the common support, we also
cannot argue that random selection causes these problems. This means that
although it cannot be ruled out that the estimates for τATT found in this
dissertation – and other EU ETS papers – hold for industries beyond those
used to estimate the models, the results cannot be generalised. This calls for
further research applying a wider range of methodologies.

The consistently negative and significant estimates of the impact of phase
II are explained, in part, by high EUA prices at the beginning of the phase
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and harvesting of ’low-hanging fruit’, where the marginal cost of abatement
was low. In phase III, I find consistently positive and significant estimates
of the impact. I interpret the lack of abatement found as a result of either a
non-binding cap on emissions in phase III, as suggested by the large excess
allowance supply, or of diverse marginal abatement costs between countries
and firms. The negative estimates likely rest on my counterfactual assumption
– that the climate change policies aimed at non-ETS firms may have been more
efficient at providing abatement within Norwegian borders.

This paper did not set out to provide evidence of the effectiveness of the
EU ETS outside of Norway, nor has it done so. However, to the extent that
Norwegian firms have contributed to EU wide abatement in the ETS sector,
this has likely been through driving up the price of EUAs, triggering abate-
ment in other countries. For some, this may be taken as evidence for the ETS
succeeding in minimising the cost of the abatement necessary to avoid catas-
trophic climate change. For others, it may suggest that the oil-rich country
Norway is leaving the job of cleaning up to the more developed countries. The
debate continues and more evidence is needed to shed light on the processes
through which the EU ETS impacts mitigation of climate change.
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Theory

Externalities and pricing emissions

The idea of externalities and pricing them in order to internalise the social
cost of production dates back to Pigou (1924). In general, externalities occur
when a cost (or benefit) is imposed upon someone in a way that is not taken
into account by the agent who generates the externality. Baumol and Oates
(1988) establish two conditions:

a) The utility or production relationship of some individual A include non-
monetary variables chosen by someone else who is not considering the
effect on A’s welfare

b) The decision maker does not pay a price (or receive compensation) equiv-
alent to the effect their activity has on the welfare of A

These conditions are intuitive: If an agent’s activity has no impact on oth-
ers, it should be no concern of theirs. If the impact they have on others is
captured through pricing in the market, marginal cost and marginal willing-
ness to pay should equalise and generate the socially optimal production level.
Conditions a) and b) are therefore key to solving externalities. This limits my
discussion to market failures, and does, for instance, not treat properties of
(perfect) competition as externalities. The conditions also exclude other mar-
ket failures, such as increasing returns to scale (typically warranting a "natural
monopoly") (Baumol and Oates 1988). The externalities here are therefore
the ones that necessarily prevent the economy from reaching a Pareto efficient
allocation.

Greenhouse gas emissions, which are produced by private firms and con-
sumers, increase global temperatures and reduce the utility achieved by all
from the public good of a stable climate. The emissions do not incur any cost
to the emitter without policy intervention. It is therefore a clear example of
a negative externality.
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The idea of setting a "price on carbon" arises from condition b). While
it may be impossible (or at least, very inefficient) to change the inherit re-
lationship of an agent imposing a cost (or benefit) on others, the externality
problem can be resolved by "internalising" this cost (or benefit). A "Pigou-
vian tax" sets the tax equal to the marginal cost of abatement, such that the
socially optimal level of pollution is reached. Quantity controls, particularly
cap-and-trade systems, have gained increasing popularity among politicians
and economists alike for their argued efficiency and flexibility. In an economy
of perfect information, the concept of pricing emissions is illustrated in figure
1.

Price

Quantity produced

Private marginal cost

Social marginal cost

Demand

A

PA

B

PB

Figure 1: Externality

Figure 1 is a standard market equilibrium of car driving. The line "Private
marginal cost" is the private marginal cost of driving, e.g. fuel costs, car rental,
etc. The blue line illustrates the social marginal cost of carbon, which equals
private marginal cost plus the cost of the externality caused by greenhouse gas
(GHG) emissions. In absence of policy, the equilibrium quantity is given by
A at market price PA. The optimal quantity would be B at optimal price PB.
This diagram illustrates how externalities cause market prices to lie below
the optimal price and cause overconsumption. A Pigouvian tax is given by
τ = PB − PA and thereby shifts the market quantity from A to the optimal
point B.
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Emissions trading

Emissions trading systems, or cap-and-trade systems, issue permits that cap
the amount of emissions within a given period. These permits can then be
traded, ensuring that abatement occurs where the marginal cost is lowest,
thereby achieving the lowest possible marginal cost of abatement. The in-
strument is less suited if pollution is local, but for global externalities such
as greenhouse gases, it is irrelevant where pollution occurs or is abated. The
optimal cap in the cap-and-trade system yields the market optimum in figure
1 by setting the cap equal to B. The new market equilibrium is then achieved
at price PB.

At first glance, Pigouvian taxes and cap-and-trade seem very similar sys-
tems. However, economies are rarely as simple as in figure 1. Pigouvian taxes
and cap-and-trade are equivalent only under complete information and in the
absence of any other market failures. If there is uncertainty about abatement
costs quantitative controls ensure that the targeted emissions level is reached,
while price controls ensure the targeted marginal abatement cost is reached. If
the marginal damage function is inelastic, quantitative controls are preferred
(Weitzman 1974).

While taxes are vulnerable to the level of the tax set, quantitative controls
are equally vulnerable to the quantity of permits set. The key criticism against
the EU ETS has been its very high cap on emissions, leading to a large surplus
in the market for allowances. This is likely to have severely limited the impact
of the ETS on abatement.

Further, cap-and-trade systems have gained popularity due to being per-
ceived as more politically feasible. The EU, for instance, does not have a com-
mon fiscal policy and the Commission was therefore unsuccessful in proposing
an EU-wide carbon tax (see Commission 1992). The importance of feasibility
in implementation of policy instruments should not be ignored (Vona 2019).

Auctioning or grandfathering

Emissions trading also raises the question of how permits should be issued.
In the EU ETS, permits are issued for free either on the basis of historical
emissions, so-called grandfathering, or auctioned. Regardless of the allocation
method the market price of allowances should equal the marginal cost of the
last unit abated – as long as the cap is tight (i.e. does not exceed total
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emissions) and the market is competitive. Whether allowances are allocated
for free or auctioned off, firms will only be willing to buy allowances if the
price of doing so is lower than the marginal cost of reducing emissions by
one tonne. The primary theoretical consideration in the choice of allocation
method is therefore the trade-off between raising revenue and imposing a cost
on firms.

Auctioning of permits increases government revenue and induces a revenue
recycling effect (Goulder and Parry 2008). This could allow governments
to reduce other distortionary taxes, e.g. in the labour market, adding an
additional efficiency gain to that of reducing the externality. By contributing
to governmental income auctioning revenue can therefore improve the overall
efficiency of tax systems1. In general, theoretical models of emission trading
assume that the same allocation method is chosen for industries. As described
in section 2.3, allocation has not been homogenous across firms or industries.

1. This paper cannot capture such general equilibrium effects, but the reader should be
aware that the introduction of more auctioning may have had additional efficiency gains.
However, auctioning imposes a cost on firms and may increase the risk of "carbon leakage",
i.e. production simply being moved outside the EU, indicating other potential negative
general equilibrium effects. Computable general equilibrium (CGE) analyses of the EU
have been conducted (see e.g. Brink, Vollebergh, and van der Werf 2016), but are outside
the scope of this paper.



Phases and development of the EU ETS

This appendix sets out the structural design of the EU ETS and its develop-
ment.

Early days: Phase I

The EU ETS was first adopted as EU law in 2003, following the targets
set for the EU in the 1997 Kyoto Protocol (Wettestad and Jevnaker 2016).
Phase I, the "pilot phase", span from 2005 through 2007 and was charac-
terised by decentralisation. The main target industries were power generation
and energy-intensive industries. Capacity thresholds ensured that only those
plants exceeding a certain thermal input or production capacity were regu-
lated. Research and development activities were excluded. In particular, this
means that energy generation, oil refineries, production and processing of fer-
rous metals, mineral industry (e.g. cement, glass, ceramics) and pulp and
paper were regulated (Directive 2003/87/EC).

There was no central cap and allowances were generally distributed for
free as determined by member states. At least 90 % of allowances had to be
grandfathered due to concerns about imposing competitive disadvantages on
European firms in the global market (Wettestad and Jevnaker 2018). Phase
I saw different strategies of implementation in different states and volatile
allowance prices (Wettestad and Jevnaker 2016). Firms were allowed to bank
(save) allowances for future years, but only within the first phase. Flexibility
mechanisms from the Kyoto Protocol were put in place, allowing firms to
buy Clean Development (CDM) allowances instead of EUAs. This essentially
allowed EU firms to pay for abatement by firms outside the EU in addition to
the EU ETS cap. Phase I saw initially high allowance prices, overallocation of
allowances and eventually a near-zero carbon price (Wettestad and Jevnaker
2016).
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The EU ETS put to the test: Phase II

Phase II followed the Kyoto commitment period of 2008–2012. Coinciding
with the 2008/2009 financial crisis and following recession, the new institution
was put to the test. Free allowances were still the main rule, with 10 % being
auctioned, but fewer allowances were introduced in the market. External
credits (CDM and Joint Implementation, JI) could still be used. Allowances
could now be banked for future phases in an aim to stabilise prices over time.
The regulated firms were mainly the same as in phase I, but aviation was
included from 2012.

Allowance prices fell dramatically as a large surplus emerged throughout
the phase. By the end of 2012 the allowance price had fallen below 10 euros.
At this point, criticism of the EU ETS had reached high levels. Climate
activists considered the low allowance prices and questioned its ability to
deliver abatement. Others were sceptical of imposing additional costs on firms
already struggling from the aftermath of the recession. As a consequence,
controversy was prominent over reforming the ETS and the situation seemed
gridlocked (Wettestad and Jevnaker 2016).

The Commission proposed a new reform in 2012, including measures to
tighten the cap, reduce the surplus and manage the allowance price.

This controversy is important in understanding the adjustment of firms to
the EU ETS. With low carbon prices and a gridlocked EU, it was natural to
question the extent to which the ETS would interfere with the "business as
usual" scenario. These expectations may have influenced the willingness of
firms to introduce costly abatement measures or invest in "green" innovation.

Refinement and renewed hope: Phase III

In 2008, the second EU ETS directive (Directive 2008/101/EC) was adopted,
introducing the first major reform of the EU ETS (Wettestad and Jevnaker
2018). Phase III (2013–2020) introduced a paradigm shift for the EU ETS,
introducing far more centralisation. A single, EU-wide cap was introduced and
allocation of permits became the rule rather than the exception. Emissions
are to be reduced by 21 % from 2005 levels by 2020, meaning a linear reduction
of 1.74 % per year.

Allowances were to be allocated according to a fully harmonised system,
not national rules and no new external credits could enter the system (Wettes-
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tad and Jevnaker 2016). While only CO2 emissions were regulated in phases
I and II, N2O and PFCs were included from 2013. The regulated indus-
tries remained largely the same, but was slightly increased (e.g. by including
aluminum production). Electricity-generating industry now faced 100 % auc-
tioning, while 20 % (increasing to 70 % by 2020) were auctioned to other in-
dustries. Some particularly exposed industries were allocated free allowances
for the duration of the phase, with technology-based benchmarks replacing
historical emissions as allocation criteria (Wettestad and Jevnaker 2016).

A surplus of allowances banked in phase II remained as phase III began.
In response to the decline in EUA prices in phase II, a backloading mecha-
nism was introduced. This temporary mechanism ensured that releasing new
allowances to the market would be postponed if the surplus was too large. In
2015 the EU agreed upon a market stability reserve (MRS) and a "complete
ETS overhaul", a far more complex and comprehensive reform (Wettestad
and Jevnaker 2016). The MRS releases new allowances to the market if the
supply is very low, and withdraws some if the surplus is very high. As such,
the MRS aims to reduce fluctuations in the market. Further, its introduction
formalises a new dimension of the EU ETS – if abatement exceeds the target,
it does not necessarily lead to increased emissions elsewhere in the EU or in
the future. While the MRS has only been in place for a little more than a
year, its announcement in 2015 may have lead to anticipation effects among
forward-looking firms.

Long-term outlooks: Phase IV

In phase IV (2021-2030), the centralisation and tightening of the cap is ex-
pected to continue. Phase IV outlooks are relevant to this paper to the extent
that anticipation effects can be expected to influence firm behaviour. The
MRS will continue to play an important role, and allowances will be reduced
by 2.2 % per year rather than 1.74 %. Free allocation will be limited to the sec-
tors deemed at the highest risk of relocation and new or growing installations
(Commission 2020). New funds will be put in place to support innovation in
general and lower-income member states in particular. In sum, this points
towards a more comprehensive and "tight" market, possibly causing firms to
expect allowance prices to continue to rise.
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Norway and emissions trading

Norway only joined the EU ETS through the EEA in 2008, when phase II was
introduced. Norway instead prepared for EU ETS inclusion by introducing
its own "phase I" emissions trading system from 2005. While not formally
linked to the EU ETS, EU ETS allowances (EUAs) could, among others,
be submitted if firms exceeded their initial emissions allowances (Klemetsen,
Rosendahl, and Jakobsen 2020). The regulation was designed to ensure that
the participation criteria were the same as in the EU ETS. Around 10 % of
emissions were regulated2.

The regulated status of firms in the first and second phases were deter-
mined by the base period 1998–2001 (with some adjustments made for firms
that started or changed their production after 2001). When Norway intro-
duced its national emissions trading system (ETS) in 2005 its intention was
to lay the groundwork for future close links with the EU ETS.

At the end of phase III, the majority of emissions from Norwegian manu-
facturing firms are regulated by the EU ETS (NEA 2020). The non-regulated
firms are generally smaller with far lower emissions than the regulated firms.

2. Allowances were allocated based on plants’ emissions in 1998–2001.
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